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9.5 DISCRETE PROBABILITY DISTRIBUTIONS

Definition: random variable

A real valued function X defined on the sample space Q is called a random variable.

Remark:

We write X: Q - R and X(w) is a value of X for the event w in Q.

Example 9.21

Suppose that we are tossing a coin. Then, sample spaceis Q = {H, T}, where H represents head
and T represents tail. We define a random variable X: 0 = R by

X(H)=1 and X(T) = 0.

Example 9.22

Suppose that we are rolling a dice. Then, sample space is Q = {1,2,3,4,5,6}, where the numbers
represent the numbers on the dice. We define a random variable X: 0 = R by

X(1)=1 X2)=2, X(3) =3, X(4) =4, X(5) =5, X(6) =6.

We simply say that X is a number of dots rolled.

If a coin, we are tossing in Example 9.21 is fair the probability that we get a
Remark 1 . L1 o
head is 3 and the probability that we get a tail is P We write this:
1
P(H)=P({we Q:X(w) =1}) = >
and

P(T)=P{we Q2:X(w)=0}) = %
For simplicity we will write  P(X = x) = P({w € Q: X(w) = x}).

Similarly, we understand the notation: P(X < x), P(X > x), P(X < x), P(X = x).

Definition: cumulative distribution function

The cumulative distribution function (distribution function) of a random variable X is defined
by F(x) = P(X < x) for every real number x.
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Properties of the cumulative distribution function

1. Foreveryrealx: 0<F(x)<1
lim F(x) =0,lim F(x) =1
X—00

X——00

2

3. lim F(x) = F(a)
X—a

4

. Fis nondecreasing

Definition: discrete random variable

A random variable is called discrete if it takes on with positive probability either a finite or at
most a countably infinite set of discrete values i.e., there exists a finite sequence x3, ..., X, such
that

(1)

n
P(X =x;) =p;, Zpl- =1, py,.., P, positive numbers
i=1

or there exists an infinite sequence x4, X5, ... such that

(2)

P(X = x;) = p;, Zpi =1, pq,D2, - positive numbers.

=1

Definition: probability distribution
The formula (1) or resp. (2) is called probability distribution of discrete random variable.

Moreover, (1) can be written in the form

X =x; X1 | Xy Xn
PX=x) |p1|P2]| - | Pn
or simply
X; X1 | Xo X,
pi P1| P2 Pn

Remark: In Example 9.21 if the coin is fair, we have

X 0 1
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Definition: Expected value

The expected value (expectation or mean value) of a discrete random variable X is defined by

E(X) = Z %P(X = x,).

4

Linearity of the expected value
If E(X) < o0 and E(y) < oo, then for any reals a, b
E(aX + bY) = aE(X) + bE(Y).

Expected value of a function of X.

LetY = g(X), where g is a function of discrete random variable X. Then Y is a discrete random
variable with expectation

E(W) = ) ga)P(X = xp.

Definition: Variance, standard deviation

The variance of a discrete random variable X is defined by
VX) =E(X —EX)) = E(X?) — E(X)2

The standard deviation of X is defined by

o(X) =yV(X).

Example 9.23

A random variable X has the following distribution

X=x |-2|0] 2] 3
P(X=x) |02]04]01] 03

Compute: E(X), E(X?), V(X) and a(X). Sketch the graph of a cumulative distribution
function.

Solution:

E(X)=(-2)-(02)+0-(04)+2-(0.1)+3-(03)=0.7
E(X?) = (-2)?-(0.2) + 0% - (0.4) + 2% - (0.1) + 3% - (0.3) = 3.9

Co-funded by the 23
Erasmus+ Programme
of the European Union




ARE Innovative Approach in Mathematical Education for Maritime Students

a+h/Cl
2019-1-HR01-KA203-061000

V(X)=39-(0.7)? = 3.41
o(X) =V3.41 = 1.8466

Discret random variable cumulative distribution
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Figure 9.2. lllustration to Example 9.23

Remark A. ra'ndo.m .variable Y = X% in the above example has the following
distribution:

Y =y, 0 4] 9
PY=y) |04]03| 03

P(Y =0) =P(X?>=0) =P(X =0) =04

P(Y=4)=P(X2=4)=P(X=20rX=-2)=P(X=-2)+P(X =2)
=0.2+0.1=0.3.

Note that events {X = —2} and {X = 2} are disjoint, hence the probability of its sum is equal
to the sum of its probabilities.

P(Y=9)=PX?=9)=P(X=3)=0.3
Note that P(X = —3) = 0.
By using the distribution of Y = X? we can compute E(X?) the other way as follows,

E(X)=E(XY)=0-04+4-03+9-0.3=309.
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Example 9.24

Suppose that we are rolling two dice. We define a random variable X as the sum of the numbers
obtained. Find the probability distribution of X. Compute expected value, variance and
standard deviation of a random variable X.

Solution:
The sample space of the experiment is
0 ={(1,1),(12),(1,3),(14),(1,5),(1,6),(2,1),(2,2),(2,3),(2,4), (2,5),(2,6),
(3,1),(3,2),(3,3),(3,4), (3,5), (3,6), (4.1), (4,2), (4,3), (44), (4,5), (4,6),
(5,1),(5,2),(5,3),(54), (5,5), (5,6), (6,1),(6,2), (6,3), (6,4), (6,5)(6,6)}
The number of elements of Q is 36.

Using the natural definition of probability, we have:

1
PX=2)=P{ADY =,

2 1
P(X =3) = P{(12), DY =52 = ==

P(X =4) = P((13),22), BV = ;=1
4 1

5
P(X =6) =P{(15),(24),(33),(42), G} = ==

P(X =7) = P({(16),(2,5), 3.4), (43), (52), (6,)}) = % _ %
P(X =8) = P({(2,6),(3,5),(4,4),(5,3),(6,2)}) = 33

P(X =9) = P({(3,6),(4,5),(54),(63)}) = % = %

P(X = 10) = P(((46), (55), (64)) = o= = =

P(X =11) = P({(5,6),(65)}) = 32_6 N %

P(X = 12) = P({(6,6)}) = —

36

The probability distribution of X written in a table is:
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X =x; 2 3 4 5 6 7 8 9 10 11 12
1 1 1 1 5 1 5 1 1
PX=x) | 5z ||| 35 | 36| 5 |3 | 9 | 2|13/ 3%

The expected value E (X) of X is computed as:

EX)=2-—+3-—+4 =452 46 -=47-248 = +9-2410-=+11 - +
36 18 12 9 36 6 36 9 12 18
12-—==7
36
The variance of X is computed in two steps. First, we compute the expected value of X2.
1 1 1 1 5 1 5 1
EX*) =2 —+33 - —+4+4* . —+5% -+ 6> —+ 7 —+8 - —4+9%. -4+ 10°

36 18 12 9 36 6 36 9

1+112 1+122 1 _329 54.83
12 18 36 6

Finally, we compute the variance,
V(X)) =E(X?) —E(X)? =~ 54,83 — 72 = 5.83.

The standard deviation is

o(X) =V(X) = 2.42.
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